
 

  
Abstract-- For the efficient zone clustering of Large-scale 

power system, this paper introduces an improved fuzzy C-means 
(FCM) approach. Due to physical characteristics of Power 
System, each node of the power system has their own loctional 
marginal price (LMP) indicating the network-related 
characteristics of the system. In electricity market, it has been on 
the rise across much of a deregulation market to price market 
clearing prices considering LMP. It is inefficient to price on each 
node individually. Hence classification for the whole system into 
distinct several subsystems based on a dissimilarity measure is 
typically needed for the efficient operation of the whole system. 
Moreover, the location information on the system is taken into 
account in order to properly address the geometric mis-clustering 
problem such as grouping geometrically distant nodes with 
dissimilarity measures into a common cluster. Therefore, this 
paper proposes the improved FCM approach for clustering LMP 
with location information. We have conducted the clustering in 
real Korea power system to verify the usefulness of the proposed 
improved FCM approach. 
 

Index Terms—FCM(fuzzy c-mean), Euclidean distance, 
LMP(locational marginal price), zone clustering, dissimilarity 
measure. 

I.  INTRODUCTION 
n the regional management of interconnected network 
systems, the efficient and economical operation of the 

networked systems in terms of system coherency is essential. 
Hence the research of system coherency has been made by 
numerous researchers [1-4]. However, most of the studies are   
focused on the dynamic grouping. At this point, we need a 
novel approach to partition the total system into several 
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regions considering location information, such as locational 
marginal price(LMP), loss, regional distances, and so on. In 
this paper, It has been proposed to cluster the nodes of a 
networked power system considering LMP and the regional 
coherency.  

Locational Marginal prices (LMPs) are used in many 
electric Markets to settle energy transactions. Generally, When 
a single slack bus is used in the power-flow formulation for 
calculating the prices, LMP can be decomposed into three 
components: 1) the reference price at the single slack bus 
(which is also the angle reference bus, 2) the marginal price of 
the transmission losses, and 3) the marginal price of the 
network constraints that are enforced in the power-flow model 
[5]. Namely, LMP implies the price at which the electricity is 
consumed at each node. Due to the physical characteristics of 
the electricity transmission network, electricity is lost when it 
is transmitted from supplying nodes ( ..ei , supplying buses) to 
consuming nodes (consuming buses), and additional 
generation must be supplied to provide energy in excess of 
that consumed by customers. Moreover, the capacity 
limitation of the transmission network of electricity systems 
prevents full uses of system wide cheap electricity. Therefore, 
a electricity price at each node, ..ei , the price at which the 
electricity is consumed at each node is differently decided 
depending on the network topology and energy configuration.  

Similarity measure has been known as the complementary 
meaning of the distance measure [6-10]. Hence, we consider 
the partitioning measure not only similarity measure but also 
location information, that is, distance measure. In the previous 
literatures, we had constructed similarity measure through 
distance measure or fuzzy entropy function [11]. Well known-
Hamming distance was used to construct fuzzy entropy, so we 
composed the fuzzy entropy function through Hamming 
distance measure. With only similarity measure, we can obtain 
unpractical results, which partition physically distant locations 
into the same group. Hence we add the location information to 
complete combined dissimilarity measure.  

In the next section, the axiomatic definition of similarity 
measure is introduced. Also, Modified similarity measure is 
proposed through distance measure and proved. In Section 3, 
the combined dissimilarity measures with the regional 
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coherency are proposed. In Section 4, numerical examples are 
shown. In the example, we obtain a proper partitioning result, 
which consider both LMP and location information. 
Conclusions are followed in Section 5. Notations of Liu's are 
used in this paper [6]. 

II.  FUZZY C-MEANS CLUSTERING AND SIMILARITY MEASURE  
FCM algorithm was proposed by Bezdek in 1973 as an 

improvement over Hard C-means clustering (HCM) [11]. 
FCM play a roll of partitioning arbitrary vectors into fuzzy 
groups, also it finds a cluster center for each group such that a 
cost function of dissimilarity measure is minimized. Well 
known fact about FCM and HCM indicates that FCM employs 
fuzzy partitioning such that a data point can belong to several 
groups with the degree of membership grades between 0 and 
1.  

 

We will illustrate the FCM result briefly [12]. Membership 
U matrix is satisfied as follows:  
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where uij is between 0 and 1, Ci is the center of fuzzy group,      
dij = || ci - xj || is the Euclidean distance between i-th cluster 
center and the j-the data point, and m�[1,∞] is the weighting 
value. With Lagrange multiplier, the necessary conditions for 
(2) to reach a minimum are 
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where λj , j=1 to n, are the Lagrange multipliers for the n 
constraints in (1). By differentiating respective input 
arguments, the necessary conditions for (2) to reach its 
minimum can be found as follow: 
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With these results, well known FCM algorithm is listed 
below:  

Step 1: Initialize membership matrix U with random values 
satisfied by (1) between 0 and 1. 

Step 2: Calculate ci according to (3), i=1,…,c 
Step 3: Compute (2). Stop if either it is below a certain 

tolerance.  
Step 4: Compute a new U using (4). Go to step 2 
 
Now for minimizing of (2), the less distance is dij, the 

smaller cost function become. Hence distance means the 
similarity between two data points. Finding similarity is 
determined from the types of data, time series signal, image, 
sound, etc.. Now we introduce a similarity measure for the 
fuzzy sets. And the proposed similarity measure can be 
applied to our problem.  

 

We define modified similarity measure, which is different 
from that of Liu's.  

Definition(Liu 1992). A real function : P2→R+ or  F2→R+ 
is a modified similarity measure for regional point, if s has the 
following properties :  

(S1) s(A,B) = s(B,A), ∀A, B ∈ P(X) or  F(X) 
(S2) s(A,AC) satisfies minimum value, ∀A∈ P(X) or  F(X), 

where AC is the farthest point from A.  
(S3) s(D,D)=maxA,B∈Ps(A,B), ∀A, B∈ P(X) or  F(X) 
(S4) A, B, C ∈ P(X) or  F(X), or , if A� B� C, then 

s(A,B)≥s(A,C) and s(B,C)≥s(A,C).  
 

With Definition, we propose the following theorem as the 
modified similarity measure.  

Theorem 2.1 For any set A, B ∈ P(X) or F(X), if d satisfies 
Hamming distance measure, then  

 

)5(])0[),((2])1[),((24),( BAdBAdBAS ∪−∩−=
 

is the similarity measure between set A and set B.  
 

proof. We prove that the eq. (5) satisfies the similarity 
definition. (S1) means the commutativity of set A  and B , 
hence it is clear from (3) itself. From (S2),  

  ])0[),((2])1[),((24),( ccc AAdAAdAAs ∪−∩−=  

then ])1[),((2 cAAd ∩  and ])0[),((2 cAAd ∪ are the maximum 
values of between A  and arbitrary set. For arbitrary sets BA, , 
inequality of (S3) is proved by   

  ])0[),((2])1[),((24),( BAdBAdBAs ∪−∩−=  
              ])0[),((2])1[),((24 DDdDDd ∪−∩−≤    
              ),( DDs= .  

Inequality is satisfied from ])1[),((])1[),(( DDdBAd ∩≥∩  
and ]).0[),((])0[),(( DDdBAd ∪≥∪  
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Finally, (S4) is ,),(,, CBAXFCBA ⊂⊂∈∀  
])0[),((2])1[),((24).( BAdBAdBAs ∪−∩−=   

        ])0[,(2])1[,(24 BdAd −−=  
           ])0[,(2])1[,(24 CdAd −−≥  
           ),( CAs= , 

Similaritily, ),(),( CAsCBs ≥ is obtained through 
      ])0[,(])0[,( CdBd ≤  and ]).1[,(])1[,( AdBd ≤  
 

Therefore, we know that the proposed similarity measure (5) 
is satisfied by the similarity definition. 

III.  NEW DISSIMILARITY WITH LOCATION INFORMATION 
In the previous section we have derived the modified 
similarity measures which satisfying the definition of 
similarity. To the large scale power system, though that has 
similar measure values on locational marginal price(LMP) at 
the node, they can be located far away. Then it is not realistic 
to gather that even though they have similar valued measure. 
So we need to consider LMP as well as another characteristic 
values, that is location information. We can group for the 
point that is having similar characteristic values through FCM. 
Original FCM only consider a distance between a cluster and a 
center. So we make use of proposed similarity measure to take 
LMP into account. To apply to FCM with dissimilarity, dij = || 
ci – xj ||, it is required that similarity has to change 
dissimilarity. Hence we consider the reciprocal relation that is 
frequently used. The dissimilarity of the proposed improved 
similarity measure is represented as below:   
 

])0[),((2])1[),((24
1),(1 BAdBAd

BAS
∪−∩−

=  

 

Consequently, we consider the combined dissimilarity 
measure as  
 

)6(),(),(),( 2211 BAsBAsBAs ωω +=  
 

where S2(A,B) is the geometrical distance value, and 
21,ωω  are the weighting values.  

IV.  NUMERICAL EXAMPLE 
In this paper, we are to conduct the simulation in real Korea 

power system by using proposed improved FCM approach. If 
the nodes have almost similar or equivalent LMP and adjacent 
location information, we use representative value. 
Consequently, this simulation is conducted by using 
information of representative 128 nodes of nearly 700 nodes. 
Each node has information of location and LMP. In following 
Fig 1, it shows real location of each node. And it shows the 
name of the each node, LMP, location information of 2 
dimension planes in Table 1.  
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FIG. 1. REAL LOCATION AND AN  NORMALIZED LMP VALUES AT EACH NODE  

 
TABLE I LOCATIONAL MARGINAL PRICES AND PER UNIT LOCATIONS AT EACH 

NODE 
Position Num Name LMP 

X Y 
1 Hwasung S 78.31 7.8 35.2 
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2 Ansan 73.05 6 34.2 

3 Pengtak TP3 66.73 8.5 30 

4 D Osan 64.3 9.5 31.8 

5 West Seoul M2 63.5 7 35.5 

6 D Anyaung 62.18 6.5 35 

7 Uiwang 62.09 6.8 34.2 

8 West Suwon 61.95 7.8 33.2 

9 YeongdeungpoTR 61.49 7.8 35.7 

10 Sinsiheung M2 60.36 5.8 34.8 …
 

119 Jochiwon 26.35 11 27 

120 Yeonggang #6 29.49 3 11 

121 Chunan 19.89 10 28 

122 Borung ST#4 28.21 5 22.5 

123 Onyang 17.94 9.5 28 

124 Dangjin 15.95 6 28 

125 Sinseosan TR 14 4 27 
126 Asan M2 13.81 8.5 28 
127 Teaan #6 15.26 2 27 

128 Habchun #1G 34.37 17 14.5 

 
 Each node has a particular LMP due to the physical 

characteristics of the electricity transmission network. Namely, 
LMP include the cost of network congestion and transmission 
loss as well as a production cost. Electricity price (LMP) is 
distributed from 13.81 to 78.31 as above table. The location 
information of 128 nodes are represented through 2-
dimensional plane at which plane is assumed to be flat.  

It should be simulated by following the proposed 
dissimilarity measure on real Korea power system. 

 

             ),(),(),( 2211 BAsBAsBAs ωω +=  
 

At first, we partitioned the 128 nodes to the 2 cluster. And 
the result is illustrated in Fig. 2. 128 nodes are located in 2 
dimensional spaces. It is represented as the location 
information in x-y plane. Also, nodes have a particular LMP. 
We can obtain the result of with only location information. 
However realistically, there is little point in only the 
consideration of location information due to having a special 
LMP on each node. Hence we will consider the location 
information and LMP simultaneously to satisfy on the user’s 
request. 

In Fig 2 and 3, it shows the clustering result of nodes 
through weighting values of LMP and location information. w1 
and w2 are 0.3 and 0.7 in Fig 2 respectively. The weighting 
value of LMP is w1 and that of location information is w2. 
Namely, it focuses on location information. In contrast Fig. 3 
put LMP more than location information. It is considered by 
weighting values w1 and w2 as 0.7 and 0.3 respectively. If we 

take result into account to the actual, there is realistic that the 
total area is divided into the southern area locating a lot of 
power plants and the northwestern area location a lot of loads. 
And the more we consider about weighting value of LMP, the 
more it tend to be divided northwestern area and the other. 

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

x

y

Fig. 2. Clustering by an improved FCM(w1=0.3,w2=0.7:location is focused) 
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Fig. 3. Clustering by an improved FCM(w1=0.7,w2=0.3 :price is focused) 

Next, we check on the result of clustering by a improved 
FCM when the number of cluster changes 2 to 4. We equally 
partition the 128 nodes to the 4 cluster and the result is 
illustrated. Also, each node is located in x-y plane. The result 
should be found by using the former simulation process that 
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change weighting value. 
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Fig. 4. Clustering by an improved FCM(w1=0.2,w2=0.8:location is focused) 
 
In Fig. 4, it shows the result dividing nodes into 4 cluster 

by using the proposed improved FCM approach. Weighting 
value w1 and w2 are 0.2 and 0.8 respectively. In other words, it 
focuses on location information. And Fig. 5 is the result of the 
same weighting value. In contrast Fig. 6 considers LMP before 
location information. It is considered by weighting values w1 
and w2 as 0.65 and 0.35 respectively. 
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Fig. 5. Clustering by an improved FCM(w1=0.5,w2=0.5 ) 
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Fig. 6. Clustering by an improved FCM(w1=0.65,w2=0.35 :price is focused) 
 

Results above represent that a partition on 4 clusters is 
more changeful than a partition on 2 clusters. And if the 
weighting value on LMP increases, that is similar with a result 
of 2 cluster focusing into LMP. Consequently when 
considering LMP more than location information, it is 
reasonable to assign a singularity area instead of increasing the 
number of cluster. 

V.  CONCLUSION 
In this paper, we have introduced a similarity measure and 

constructed the modified dissimilarity measure using the 
proposed similarity measure. Also, we have the proposed 
improved FCM approach for clustering LMP with location 
information. Accordingly, we have conducted the clustering in 
real Korea power system to verify the usefulness of the 
proposed improved FCM approach. Only if the nodes have 
almost similar or equivalent LMP and adjacent location 
information, representative value is chosen. Hence we have 
used representative 128 nodes of approximately 700 nodes. 
We analyzed the result clustering as 2 cluster and 4 cluster on 
nodes having LMP and location information. From the results, 
we can check the coherency between the degree of 
dissimilarity level and the number of clusters. 
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